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Abstract
Diagnosing Alzheimer’s Disease (AD) in older people using magnetic resonance imag-
ing (MRI) is quite hard since it requires the extraction of highly discriminative feature 
representation from similar brain patterns and pixel intensities. However, deep learning 
techniques possess the capability of extracting relevant representations from data. In this 
work, we designed a novel spiking deep convolutional neural network-based pipeline to 
classify AD using MRI scans. We considered three MRI scan groups (patients with AD 
dementia, Mild Cognitive Impairment (MCI), and healthy controls (NC)). We developed 
a three-binary classification task (AD vs. NC, AD vs. MCI, and NC vs. MCI) for the AD 
classification tasks. Specifically, an unsupervised convolutional Spiking Neural Networks 
(SNN) is pre-trained on the MRI scans. Finally, a supervised deep Convolution Neural Net-
work (CNN) is trained on the output of the SNN for the classification tasks. Experiments 
are performed using the Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset, and 
promising results are obtained for the AD classification tasks. We present our proposed 
model results for both the unsupervised spike pre-training technique and the case where 
the pre-training technique was not considered, thus serving as a baseline. The accuracy of 
the proposed model with spike pre-training techniques for the three-binary classification 
are 90.15%, 87.30%, and 83.90%, respectively, and the accuracy of the model without the 
spike are 86.90%, 83.25%, and 76.70%, respectively, with a noticeable increase in accuracy 
and thus, reveals the effectiveness of the proposed method. We also evaluated the robust-
ness of our proposed approach by running experiment on six baseline methods using our 
preprocessed MRI scans. Our model outperformed almost all the comparable methods due 
to the robust discriminative capability of the SNN in extracting relevant AD features for 
the AD classification task.
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1 Introduction

Dementia defines a group of symptoms triggered by ailments of the brain. Alzheimer’s 
Disease (AD), the most prominent of dementia, is an incurable neurological disorder 
that results in a progressive mental deterioration. This disease can damage brain cells 
associated with the ability to think and memorize, lose brain function, decrease in men-
tal faculties, problems with language, and a decrease in the ability to construct logi-
cal thoughts, and there is no known cure. It starts with a mild decline of nerve cells, 
which gradually leads to an acute form of dementia, making patients unable to execute 
their simple day-to-day tasks [1]. With AD, the brain cortex of the patient degenerates, 
and acute shrinkage occurs particularly in the hippocampus area, the region required 
in thinking, reasoning, and making new memories [1]. Brain ventricles, which pro-
duce cerebrospinal fluid, also become bigger than expected in an AD patient. Individ-
uals diagnosed with mild cognitive impairment (MCI) have a considerably high risk 
of developing clinical AD, and MCI is often regarded as a transitional phase between 
healthy cognitive aging and dementia [2, 3]. MCI is a heterogeneous syndrome with 
unpredictable clinical outcomes. While up to 60% of MCI patients generate dementia 
within ten years, many people remain cognitively stable or regain normal cognitive 
(NC) function [4, 5]. According to the Alzheimer’s Association, AD is the sixth leading 
cause of death in the United States [6]. It is caused by many factors, among which age is 
the most significant. People with age greater than 65 are at a high risk of agonizing from 
this disease [2].

Although extensive efforts have been made to unveil the pathophysiologic mecha-
nisms of dementia and develop effective treatments, a definitive diagnosis of dementia is 
typically difficult. Its early diagnosis is crucial for the development of future treatment. 
Detecting the early stages and the full spectrum of AD progression is essential in order 
to enable patients to control the risk factors, for example, isolated systolic hypertension 
before irreversible brain damage develops [7]. To find an effective way of diagnosing 
AD, some computer-aided systems have been explored to diagnose AD. These systems 
are designed using machine learning techniques by means of clinical history informa-
tion and neuropsychological data comprising magnetic resource imaging (MRI), struc-
tural MRI (sMRI), functional MRI (fMRI), mini-mental state examination (MMSE), 
and positron emission tomography (PET) [4]. National Institute of Aging Alzheimer’s 
Association developed the initial clinical criteria for AD diagnosis [8].

Modern researches in computer vision and machine learning are inspired by neural 
networks and deep learning. Deep Learning is a representation learning method that 
enables the algorithm to learn distinctive representations from raw data [1]. Deep learn-
ing is popular due to its hierarchal and layered structure of the network. Specifically, 
Deep Convolutional Neural Networks (DCNN) have shown an outperformance for 
image analysis tasks in recent years. Also, DCNN has inspired neuroscience research-
ers to start finding solutions to problems associated with neuro-imaging. However, 
understanding how they work remains an important challenge [9]. Convolutional Neural 
Networks (CNNs) are inspired by visual imagery [10] and learns the features through 
a compositional hierarchy of objects, starting with simple edges and moving towards 
more complex forms through a stack of convolutional and pooling layers [1]. Thus, they 
can learn high-dimensional non-linear mappings from huge sets of samples, making 
them perfect for use in image recognition, segmentation, and detection [11]. Some deep 
learning-based algorithms have recently been implemented to detect AD.
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Tong et  al. [12] proposed a multi-modal framework that first calculates the pairwise 
similarity of features for each modality separately and then combines similarities from 
different modalities into a unified graph for classification using a non-linear graph fusion 
technique. Likewise, Sorenson et al. [13] joined various MRI biomarkers; cortical thick-
ness measurements, volumetric measurements, hippocampal shape, and hippocampal tex-
ture for multi-class classification. Zhang et al. [14] also used a combined kernel technique 
made by a fusion of features from the three modalities mentioned above with an SVM clas-
sifier to classify AD and normal. Liu et al. [4] developed a deep learning framework using 
a zero-masking strategy for fusing data from different modalities and training a stacked 
autoencoder (SAE) network for AD classification achieving an accuracy of 87%. In another 
work, Lui et al. [15] used multi-phase features followed by SAE and a linear softmax clas-
sifier by using (Mini-mental State Examination) MMSE as a low-level feature and multi-
modal neuroimaging data as a high-level feature. Shi et al. [12] implemented multi-modal 
Stacked Deep Polynomial Networks (SDPNs) for classification where two separate SDPN 
learned features from MRI and PET data and the outputs were then merged to a final stage 
SDPN achieving about 97% accuracy for diagnosing AD from normal.

Payan et al. [16] implemented a deep learning technique made up of sparse autoencod-
ers and pre-trained 3D CNN, which can predict a patient’s disease status using MRI scans, 
achieving an accuracy of 95% while predicting between AD brains and healthy brains. 
Hosseini et al. [17] expanded the concept of using pre-trained bases and implemented 3D 
convolutional autoencoders (CAE) with three different scales to capture anatomical shape 
variations in structural brain MRI scans to predict AD. Multiple fully connected layers 
were used on top of convolutional layers for class evaluations improving the accuracy to 
94%. However, Sarraf et al. [18] were the first to implement the diagnosing pipeline with 
pure CNN without any pre-training. They trained their network to differentiate Alzheimer’s 
MRI and fMRI from normal healthy control data for a given age group using LeNet and 
GoogLeNet models and achieved the best results for binary classification. Danni et al. [19] 
constructed multiple deep 3D convolutional neural networks (3D-CNNs) to learn the vari-
ous features from local brain images for the classification of AD diagnosis.

Spiking Neural Networks (SNNs) are brain-inspired ANN models that are fast becom-
ing a promising candidate for neuromorphic computing due to better energy efficiency as 
a result of sparse event-driven and asynchronous information processing and their notable 
inference accuracy in numerous cognitive tasks such as image classification and speech 
recognition [20, 21]. Training SNNs remains a difficult task as compared to training ANNs. 
The main reason being the discontinuous activation function, which avoids direct usage 
of gradient-based optimization. Regardless of the non-differentiable nature of SNN acti-
vations, several workarounds allow the use of backpropagation algorithms in most scien-
tific literature [22]. Currently, efforts are being made in SNNs, focusing on implementing 
deeper networks with multiple hidden layers to incorporate exponentially more challenging 
functional representations [20]

While promising results have been recounted for SNN and brain image analysis, there is 
still room for further research to uncover some limitations in this domain’s feature extrac-
tion methods.

The literature above gives a substantial overview of current trends in the classifica-
tion of different brain imaging modalities in the problem of computer-aided diagnostics 
of AD and its prodromal stage, i.e., mild cognition impairment (MCI). With motivation 
from these literature, we design a novel diagnostic architecture for AD classification using 
Spiking Deep Convolutional Neural Networks (CNNs). We implemented an architecture 
of a spiking deep CNN-based multi-class pipeline for classifying complex dynamic brain 
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activities. A three-binary classification task (AD vs. NC, AD vs. MCI, and NC vs. MCI) 
model for AD classification is proposed. Specifically, an unsupervised convolutional Spik-
ing Neural Networks (SNN) is pre-trained on the MRI scans, and a supervised deep Con-
volution Neural Network (CNN) is trained on the output of the SNN for the classification 
tasks. Our proposed model was implemented using BindsNET [23], a Python package built 
on the PyTorch deep neural networks library to simulate SNNs. Comparatively, we experi-
mented the robustness of our proposed approach on some classical machine learning meth-
ods using our preprocessed MRI scans. Our model outperformed almost all the comparable 
methods due to the robust discriminative capability of the SNN in extracting relevant AD 
features for the AD classification task. Inspired by these literatures, specifically, classifying 
AD with a prior unsupervised deep learning model and the novel performance of spiking 
neural networks in image classification tasks, the main contributions of this work are:

To the best of our knowledge, this work is the first deep learning framework to classify 
AD with spiking neural network.

It provides an automatic end-to-end approach to classify AD.
The rest of the paper is organized as follows; Section II presents the methodology and 

implementation of the proposed model, highlighting the architecture of the spiking deep 
CNN. In Section III, we show the experimental setup and results of our proposed model 
with an unsupervised spike pre-training technique, and the case where the pre-training 
technique was not considered. Section IV and Section V contains the discussion and con-
clusion of our work, respectively.

2  Methodology and Implementation

In our proposed model, we developed a two-stage AD classification framework using pre-
processed MRI scans. Specifically, the proposed methodology consists of two parts: (1) An 
unsupervised convolutional SNN model to extract discriminative AD features; and (2) A 
supervised deep convolutional neural network that finally predicts the AD group using the 
output from the SNN. Figure 1 shows the general framework for our proposed model.

2.1  Subjects

The dataset used in this research was attained from the Alzheimer’s Disease Neuroimag-
ing Initiative (ADNI) database (http:// adni. loni. usc. edu/ metho ds/ docum ents). The ADNI is 
a public project that makes reliable clinical and imaging data available to researchers of 
AD. In this study, we included a total of 450 participants from the ADNI database. The 

Fig. 1  General Overview Architecture of Proposed Model

http://adni.loni.usc.edu/methods/documents
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dataset includes subjects from ADNI-1, ADNI-2, and ADNI-GO, who had baseline T1 
and T2 weighted scans. We included three groups of participants, each group with 150 
subjects: cognitively normal persons (Mini-Mental State Examination (MMSE) > 24, 
Clinical Dementia Rating (CDR) = 0, non-depressed), patients with Alzheimer’s disease 
(MMSE < 26, CDR > 0.5), and patients with mild cognitive impairment (MMSE > 24, 
CDR = 0.5, with objective memory loss). The demographic information of the dataset is 
presented in Table 1.

2.2  MRI Acquisition Protocol and Data Preprocessing

Structural T1-weighted and T2-weighted MRI scans were attained using 1.5  T and 3  T 
scanners. The following sequences were acquired: (1) 1.5  T T1-weighted; acquisition 
parameters were repetition time (TR) = 2400  ms, minimum full echo time (TE), inver-
sion time (TI) = 1000  ms, flip angle = 8° or 9°, field-of-view (FOV) = 240 × 240 mm2, 
slice thickness = 2 mm, acquisition matrix with varying x, y, and z dimensions; (2) 1.5 T 
T2-weighted; 3 T scans, the acquisition parameters were a TR = 2300 ms, minimum full 
TE, TI = 900 ms, flip angle = 8° or 9°, FOV = 260 × 260 mm2, slice thickness = 3 mm or 
4 mm, and varying acquisition matrix. Slices of all anatomical planes were obtained. (3) 
3 T T2-weighted; repetition time (TR) = 3000 ms, echo time (TE) = 85 ms, flip angle = 90°, 
slice thickness = 3 mm, the field of view [FOV] = 230 × 208 mm2, matrix size = 256 × 242).

Aforementioned, the dataset used in this study was obtained from Alzheimer’s disease 
Neuroimaging Initiative (ADNI) [24]. MRI scans are provided in the form of 3D Nifti vol-
umes. The original structural magnetic resonance imaging (sMRI) images, both T1 and T2 
weighted, were obtained from 1.5 T or 3 T scanner machines (using General Electric (GE) 
Medical System, Philips Medical Systems, and Siemens MRI scanners) in all centers. We 
preprocessed the raw MRI scans to transform the original multicenter brain images into 
standard image space so that the same brain substructures can be registered at the same 
image coordinates for different participants.

The MRI scans were preprocessed using the typical procedures of Anterior Commissure 
(AC), Posterior Commissure (PC) correction, skull-stripping, and brain parcellation in 138 
anatomical structures. Before extracting the region of interest (ROI), the geometric normal-
ization task has to be executed on the image dataset to align the images with the Montreal 
Neurological Institute (MNI) template, representing an average of 152 individual brain 
scans. To select the ROI, a brain atlas termed AAL that corresponds to the used MNI tem-
plate was used. We used ACPCDETECT [25] program, an Automatic Registration Toolbox 
(ART), to automatically align the images. The alignment was gathered using affine (rigid 

Table 1  Demographic and 
clinical characteristics

Values are shown as mean ± SD
AD ,Alzheimer’s disease patient; MCI , Mild cognitive impairment; 
NC, Cognitively normal patient; MMSE , Mini-Mental State Examina-
tion; CDR, Clinical Dementia Rating

AD MCI NC

Sex (M/F) 65/85 96/54 77/73
Age (y) 75.2 ± 7.2 71.4 ± 6.2 65.2 ± 4.0
CDR 1.2 ± 0.5 0.5 ± 0.2 0 ± 0
MMSE 18.09 ± 5.55 27.40 ± 1.70 29.10 ± 1.0
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body) registration. The program takes a 3D structural MRI of the human brain as input. 
It automatically detects the mid-sagittal plane (MSP), then detects the Anterior Commis-
sure and Posterior Commissure intersection points, and finally, it detects eight additional 
landmarks (the Orion landmarks) on the MSP. This information is used to tilt-correct the 
input volume into a standard orientation. After the alignment, every subset of images was 
manually verified to guarantee the correct procedure using the FSLeyes software [26]. The 
aligned MRI scans are then reformed to 60 × 60 × 60 using the Statistical Parametric Map-
ping (SPM) toolbox (Penny et al., 2011). Furthermore, spatial normalization was applied 
to the images to match them in the MNI152 template. Diluted or enhanced intensity was 
implemented to compensate for the structural alterations.

A brain parcellation was then executed to acquire all brain structures needed for this 
work. This was performed over all available images utilizing multi-atlas label propagation 
with expectation–maximization based refinement (MALPEM) [27]. This tool is a state-of-
the-art automatic segmentation technique for the robust segmentation of whole-brain MR 
images into 138 unique anatomical structures. The MALPEM has five principal modules to 
do the brain parcellation; N4 bias correction, pincram brain extraction, label propagation, 
label fusion, and label refinement. We found out that the Entorhinal Area, Amygdala, Hip-
pocampus, and the Posterior Cingulate Cortex were the discriminator’s best set. We used 
these four (4) ROIs for the classification. Processed slices for each class are presented in 
Fig. 1.

Once the preprocessing stage is done, all the data extracted were normalized to zero 
mean and unit variance for each feature by a standard scalar function. That is, given the 
data matrix A, where rows denote subjects and columns denote features, the normalized 
matrix with elements a(i,j) is given by.

where  Aj is the jth column of the matrix (A).

2.3  Network Architecture

We show our proposed network architecture, which comprises a pre-trained spiking neural 
network and a deep convolutional neural network in this section.

2.3.1  Unsupervised Pre‑training with Convolutional Spiking Neural Network

Spiking Neural Networks (SNNs) are a major research domain in theoretical neuroscience and 
neuromorphic engineering that uses event-based, data-driven updates to maximize efficiency, 
especially if inputs from event-based sensors are joined [25]. This minimized redundant infor-
mation based on asynchronous event processing. In theory [26], SNNs are as computationally 
powerful as conventional Artificial Neural Networks. SNN cannot directly calculate analog; 
hence we first need to encode the analog value to the spike’s timing, input it into SNN, and 
then output the expected results in the spike mode [27]. In this work, the time-to-first-spike 
coding strategy is implemented on the SNN for the unsupervised pre-training and a non-linear 
function that perceives the corresponding relationship from the preprocessed MRI pixel values 

(1)Anorm(i, j) =
a(i,j) − mean(aj)

std(aj)
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to the spike times of the neurons. The conversion between the original image pixels and the 
firing time of neuronal spikes using the sigmoid function is represented as:

where p are the image pixels in the interval, t denotes spike’s firing time,� is the non-linear 
coding parameter,Tmax is the maximum firing time, with a set value of 50 ms.

The SNN in this architecture comprises four layers. The first layer is the input layer, made 
up of 464 × 464 neurons (one neuron per image pixel); the second, third, and four layers are 
the processing layers, having a variable number of excitatory neurons and many inhibitory 
neurons. Each input is a Poisson spike, which is input to the successive layers’ excitatory 
neurons (i.e., second, third, and fourth layers). The MRI scans are presented to the network 
for 50 ms in the form of Poisson-distributed spike trains, with firing rates proportional to the 
intensity of the scans’ pixels. Specifically, the maximum pixel intensity for input firing rates 
is set between 0 and 128 Hz. The excitatory neurons of these layers are linked in a one-to-
one fashion to inhibitory neurons; thus, each spike in an excitatory neuron triggers a spike in 
its matching inhibitory neuron. The second, third, and fourth layers are in the form of quasi-
convolutional spike layers. The spike stride, number of filters, and kernel size are 32, 25, and 
128, respectively. Each of the inhibitory neurons is linked to all excitatory ones, except for the 
one from which it receives a connection. The connectivity offers lateral inhibition and estab-
lishes competition among excitatory neurons. The SNN architecture has simple spike-timing-
dependent plasticity (STDP) rule between the input and excitatory neurons and a competitive 
inhibition technique to learn prototypical AD filters from the MRI scans using the [28] tech-
nique between the second and the fourth layer. It is worth noting that all synapses from input 
neurons to excitatory neurons are learned using the power-law weight dependence STDP rule. 
With the STDP rule, the spike signals si(t) are modeled as either 0 or 1 in one millisecond 
(ms) time increments. Specifically, 1 ms pulse of unit amplitude represents a spike while 0 
represents no spike. In each kth input neuron, we control the STDP rule with a memory poten-
tial, V(t) represented as.

where wk is the associated weight (synapse) of the input neuron, and wksk  (t) forms a 
postsynaptic potential. if the membrane potential V(t) at time t is greater than a specified 
threshold, � , i.e., if.

then the output neuron spikes.
To increase simulation execution speed, the weight dynamics are calculated using synaptic 

traces. Meaning, despite the synaptic weight, each synapse keeps track of a value, namely the 
presynaptic trace, which simulates the recent presynaptic spike history. Whenever a presynap-
tic spike reaches the synapse, the trace is increased by 1; otherwise, it decays. Weight updates 
are generated only when a postsynaptic excitatory neuron fires a spike. The unsupervised SNN 
is trained with a random backpropagation approach. The cost function Lsp defined as

(2)t =
Tmax

1 + exp(�(128 − p))

(3)V(t) =

N
∑

k=1

wksk(t)

(4)V(t) > 𝜌

(5)Lsp = 0.5
∑

i

(v
p

i
(t) − vl

i
(t))

2
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in the network has the weights ( Wij ) update representation as

where ei(t) is the ith output neuron error, vp and vl are the firing rates of the prediction neu-
ron and the labeled neuron. Equation 6 is further decomposed as

where Ii(t) is the current entering the ith neuron,bmin and bmax are the minimum and maxi-
mum boundary for Ii(t) , sCj (t) indicates the presence of a presynaptic spike, eE

k
 represents 

the error term of kth the neuron in the output layer, and gik is a fixed random number in the 
random backpropagation algorithm. The unsupervised spike neural network is trained for 
20 iterations. For the spiking implementation, (hyper)parameters obtained from a coarse 
manual search are identical to previous work [29].

The fourth layer’s output, which has a 50 × 464 × 464 dimension, is fed into the super-
vised convolutional deep learning model. The output features are considered the relevant 
extracted AD features from the network. We used BindsNET [20] library to construct 
the unsupervised SNN model. The overall unsupervised pre-training network is shown in 
Fig. 2.

2.3.2  AD Classification with Deep Convolutional Neural Network

We model a Deep Convolutional Neural Network (DCNN) architecture for the classify-
ing AD. In Convolutional Neural Networks (CNNs), image features are presented as 
inputs to its hierarchical structure’s lowest layer. The complex nature of CNN architec-
ture provides a level of invariance convolutional operations. The local receptive field 
ensures the neurons’ access to elementary features, such as oriented edges or corners 
[19]. The convolutional layer is the essential building block in a network, primarily com-
prising neurons having learnable weights and biases. The convolutional layer’s param-
eters contain a set of learnable filters. Each filter is spatially small but varies through 
the full depth of the input volume. Each filter is convolved across the input volume’s 

(6)
�Lsp

�Wij

= −
∑

i

ei(t)
�v

p

i
(t)

�Wij

(7)ΔWc
ij
∝

�

−
∑

k

gike
E
k
ifsC

j
(t) and bmin < Ii(t) < bmax

0 otherwise

Fig. 2  Unsupervised AD Pre-training with spike neural network
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width and height, generating an activation map of that filter. During this convolving, the 
network learns the activated filters when a specific type of feature at some spatial posi-
tion in the input is realized. Next, these activation maps for every filter is stacked along 
the depth dimension, producing the full output volume. It also contains other network 
structures, such as a pooling layer, which implements downsampling operation along 
the spatial dimensions. Refer to [19, 28] for a description of CNN. For training the CNN 
architecture, a categorical cross-entropy loss ( Lc) function is used. The cross-entropy 
function measures a classification model’s performance whose output is a probability 
value between 0 and 1. Cross-entropy loss rises as the expected output diverges from 
the actual label. For a binary classification task, the cross-entropy loss is calculated as:

where m is the data (MRI) sample instance, pm and  ym the predicted and actual class value 
for the data sample.

The convolutional deep learning model consists of five 3 × 3 Conv layers with 8, 16, 
32, 32, and 64 feature maps, respectively. The last convolutional layer is followed by a 
flatten layer with shape 1 × 3136 and two fully connected layers with 64 and 2 nodes. 
Except for the third convolutional layer, each of the convolutional layers is followed by 
a Rectified Linear Unit (ReLU) activation layer and 2 × 2 max-pooling, and an adaptive 
average pooling layer only for the last convolutional layer of size (7 × 7). A max-pooling 
layer followed the convolutional operations to reduce successive outputs’ dimensions 
to ensure computer memory’s effective utilization. We applied a dropout of 0.50 after 
the second fully connected layer. Finally, we applied a soft-max after the last fully con-
nected layer to output the predicted AD group’s probability. The proposed network has 
a total of 0.23 million parameters. The SNN learning model is trained before the super-
vised learning model to extract discriminative features of MRI scans. In this DCNN 
model, the Adam optimizer was used for the model training with a mini-batch size of 
5, �1 = 0.9 , and �2 = 0.99 an initial learning rate of 1 × 10−4 . Almost all the AD clas-
sification tasks’ training reached a convergence state within 200 training epochs in the 
experiment. We evaluated the trained model on the test set and considered this as the 
performance with various performance metrics. The detailed architecture configuration 
is shown in Fig. 3 and Table 2.

(8)Lm
c
= −(pmlogym + (1 − pm)log(1 − ym))

Fig. 3  Supervised convolutional neural network architecture for AD prediction
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3  Comparison Methods

We evaluate the robustness of our proposed approach for AD classification with six 
baseline methods. Precisely, we thoroughly run experiments with these methods on 
the preprocessed MRI scans for all baseline methods. The baseline methods are sparse 
autoencoders and 3D convolutional neural networks [30, 31], 3D CNN [29], Support 
Vector Machine (SVM) [32], Random Forest (RF) [33], KNN [34] and Naïve Bayes 
(NB) [35]. Empirical results by these methods are reported in the experiments and 
results sections.

4  Experiments and Results

4.1  Experimental Setup

The evaluation of our proposed methods is conducted on three-binary classification 
tasks: (1) AD vs. NC, (2) MCI vs. NC, and (3) AD vs. MCI. The MRI scans were nor-
malized into a range of 0 to 1 using Eq. 1. The performance of our approach is evalu-
ated with the following metrics: accuracy (ACC) = (TP + TN)/ (TP + TN + FN + FP), 
specificity (SPE) = TN/ (TN + FN), and sensitivity (SEN) = TP/ (TP + FN). FP, TP, FN, 
and TN represent false-positive, true-positive, false-negative, and true-negative clas-
sification results. Thus, if an AD patient is classified as AD, this is deemed a TP and 
otherwise as FN. Also, TN denotes the number of normal subjects classified into the 
normal group, and FP denotes otherwise. We used a total of 450 MRI scans with a 
training dataset (N = 130) and a test dataset (N = 20) for each of the MRI data classes 
(AD, MCI, NC). We used BindNET to build the SNN for pre-training the spikes and 
Pytorch for the deep CNN for the binary classification.

Table 2  Architecture configuration for the supervised network architecture

Layer name Kernel size/
Pool Size

Stride Size Filter Output Shape Parameters

conv2d 3 ×3 1 × 1 8 8 × 464 × 464 80
max2d 2 × 2 2 × 2 – – 0
conv2d 3 ×3 1 ×1 16 16 × 232 × 232 1168
max3d 2 ×2 2 × 2 – - 0
conv3d 3 ×3 1 ×1 32 32 × 116 × 116 4640
conv3d 3 × 3 1 × 1 32 32 × 116 × 116 9240
max3d 2 ×2 2 × 2 – – 0
conv3d 3 × 3 1 × 1 64 64 × 58 × 58 18,496
max3d 2 ×2 2 × 2 – – 0
adaptiveAverage2dPool – – – 64 × 7 × 7 0
flatten – – – 1 × 3136 0
Dense(fully) – – 64 1 × 64 200,768
Dense(fully) + softmax – – 2 1 × 2 130
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4.2  Results

In Table  3, we present our proposed model’s results with an unsupervised spike pre-
training technique and the case where the pre-training technique was not considered 
(See Fig. 4 and Fig. 5). The results clearly show the importance of unsupervised spike 
learning, which helps the model learn significant discriminative representations in high-
dimensional space before applying the supervised learning. The three-binary classifica-
tion tasks reported are AD vs. NC, AD vs. MCI, and NC vs. MCI. The highest accuracy, 
sensitivity, and specificity (90.15, 96.50, and 87.12, respectively) were obtained in the 
AD vs. NC classification tests for the proposed approach using the unsupervised SNN.

5  Discussion

We discuss the results with other model, in terms of accuracy, sensitivity, and specific-
ity. It is worth noting that while the other comparative models may have used different 
dataset size, and different experimental setups, the results are still comparable since all 
the models reported their outcomes with structural MRI scans, which have close simi-
larity across datasets, especially when the MRI scans have been preprocessed and the 
brain have been registered and segmented in the published works.

The significant effect of the unsupervised SNN can be seen in our reported results. 
In Table 3, it could be seen that our proposed model outperformed almost all the per-
formance metrics (except for specificity) of the comparative published state-of-the-art 
works. The works by MKSM [10], SAE [10], MPFR [10], and SAE [9] though were 
designed with convolutional neural networks, lack the full capability to extract relevant 
discrimination AD representative features to classify the AD groups with very promis-
ing confidence. Furthermore, SAE [9] and 3D CNN [30] also applied the idea of unsu-
pervised pre-training, but with sparse autoencoder before finally performing the AD 
classification task. The sparse autoencoder, though, extracted some relevant AD features 
for AD classification but was not efficient enough to register an excellent performance 
on all the AD classification tasks, comparable to our proposed pre-training with a con-
volutional spike neural network. For the classical machine learning methods (NB, RF, 
KNN and SVM), it could be noticed that it registered the worse performance because of 
its inability to learn significant data patterns with high dimensional space specifically 
for the MRI data.

Our proposed method outperformed almost all the comparable methods due to the 
robust discriminative capability of the SNN in extracting relevant AD features for the 
AD classification task. Our models’ promising results are due to the SNN and the capa-
bilities of the supervised convolutional neural network picking the most informative AD 
patterns from the output of the unsupervised model. Combining these two techniques 
produced an outstanding performance with a comparatively smaller training dataset for 
AD classification.
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6  Conclusion

This study proposed a spiking deep convolutional network-based framework for clas-
sifying MRI images to detect Alzheimer’s disease. Specifically, three binary classifica-
tion tasks (AD vs. NC, AD vs. MCI, and NC vs. MCI) were performed. Experimental 
data was obtained from ADNI, and a total of 450 MRI scans were used. Firstly, the 
MRI scans were preprocessed, including skull-striping, registration, segmentation, and 
region of interest outlining. The preprocessed images were pre-trained with an unsuper-
vised spiking neural network to extract significant AD features. The pre-trained spikes 
were then passed to the deep CNN network for the classification task. The SNN was 
trained and tested using our model (pre-trained with spike) and model without a pre-
trained spike. Experimental results from our model outperformed the other baseline 
models. Pre-trained feature learning using spikes in the network facilitated accurate pre-
diction of the three binary classification tasks. SNN improved the performance gain, 
demonstrating the potential of incorporating spiking deep models directly from scratch 
for learning distinct features from neuroimaging data and has a high-level of effects for 
medical and neuroimage processing. Such systems are reliable and consistent as well as 
error-free. Future work may include merging patients’ clinical data with imaging data 
and dealing with multi-modal data to construct a more robust SNN system for predict-
ing AD cases.

Fig. 4  Iteration test accuracy for a AD vs. MCI b AD vs. NC and c NC vs. MCI

Fig. 5  Iteration test loss for a AD vs. MCI b AD vs. NC and c NC vs. MCI
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Data and Code Availability The ADNI data used for this research will be made available upon request to the 
corresponding author and the Alzheimer’s Disease Neuroimaging Initiative (ADNI) committee. The algo-
rithms were written in Python using Pytorch and BindsNet. The algorithm implementation for this paper is 
publicly available at (https:// github. com/ mvisi onai/ AdSpi ke).
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